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DYNAMIC BOUNDARY CONDITIONS FOR HAMILTON-JACOBI EQUATIONS

C. M. ELLIOTT*, Y. GIGA†, AND S. GOTO‡

Abstract. A non standard dynamic boundary condition for a Hamilton-Jacobi equation in one space dimension is studied in the context of viscosity solutions. A comparison principle and, hence, uniqueness is proved by consideration of an equivalent notion of viscosity solution for an alternative formulation of the boundary condition. The relationship with a Neumann condition is established. Global existence is obtained by consideration of a related parabolic approximation with a dynamic boundary condition. The problem is motivated by applications in superconductivity and interface evolution.

1. Introduction. We consider the first order equation

\[ u_t - F \left( u^2 + \gamma^2 \right)^{1/2} = 0 \quad \text{in } \Omega \times (0, \infty) \] (1.1)

supplemented with the dynamic boundary condition

\[ u_t - F \alpha = 0 \quad \text{on } \partial \Omega \times (0, \infty), \] (1.2)

where \( \Omega \) is a bounded open interval. The function \( F \) and \( \alpha \) are given continuous functions on \( \overline{\Omega} \times [0, \infty), \partial \Omega \times [0, \infty) \) respectively and \( \gamma \geq 0 \) is a constant.

There are at least two sources of this problem. Consider the mean field vortex density model in a cylinder \( D \times \mathbb{R} \) (\( D \subset \mathbb{R}^2 \)) when the magnetic field \( \vec{H} \) is orthogonal to the axis of the cylinder; Chapman [3]. The vorticity field \( \vec{\omega} = (\nabla \times \psi, 0) \), \( \nabla \times = (-\partial_{x_2}, \partial_{x_1}) \) is required to satisfy the conservation of vorticity

\[ \vec{\omega}_t + \text{curl} (\vec{\omega} \times \vec{v}) = 0. \]

---

*School of Mathematical Sciences, University of Sussex, Falmer, Brighton BN1 9QH, Great Britain (C.M.Elliott@sussex.ac.uk).
†Department of Mathematics, Hokkaido University, Sapporo 060-0810, Japan. (giga@math.sci.hokudai.ac.jp) The work of this author was partially supported by the Grant-in-Aid for Scientific Research 10304010, 12874024, the Japan Society of the Promotion of Science.
‡Department of Computational Science, Faculty of Science, Kanazawa University, Kanazawa 920-1192, Japan. (goto@kenroku.kanazawa-u.ac.jp) The work of this author was partially supported by the Grant-in-Aid for Encouragement of Young Scientists 11740108, the Japan Society of the Promotion of Science.
If the velocity field $\vec{v}$ is of the form

$$\vec{v} = \text{curl} \vec{H} \times \vec{Ω}/|\vec{Ω}|$$

and $\vec{H}$ is given, then the conservation of vorticity yields

$$\psi_t = |\nabla \psi| F,$$

where $F$ is a given function. Our equation (1.1) is derived by assuming that $\partial_{x_2} \psi = \gamma$ is a constant on $D = \Omega \times \mathbb{R}$ if we set $u(x_1, t) = \psi(x_1, x_2, t) - \gamma x_2$. The quantity $-\psi_t$ on the boundary corresponds to the flux $\vec{n} \times (\vec{Ω} \times \vec{v})$ on $\partial D \times \mathbb{R}$. The condition $\psi_t = F \alpha$ is considered as a special case of assigning the value of flux and we obtain (1.1), (1.2). A full system with a different boundary condition $\vec{Ω} \cdot \vec{n} = 0$ is studied by Elliott, Schätzle and Stoth [6].

Another source of the problem is a surface evolution problem with dynamic boundary condition. Consider (1.1) with $\gamma = 1$. Then (1.1) is equivalent to requiring that the upward normal velocity $V$ of the graph $\Gamma_t = \{y = u(x, t)\}$ equals $F$ i.e. $V = F$. The boundary condition (1.2) is equivalent to saying that the upward velocity $v$ of $\Gamma_t$ on $\partial \Omega \times \mathbb{R}$ is equal to $F \alpha$, i.e. $v = F \alpha$. In [1] S. Angenent and M. Gurtin derive a dynamic boundary condition for the mean curvature flow equation. It is of the form $v = A \cos \theta + B$ where $v$ is the normal velocity of $\partial \Gamma_t$ in $\partial \Omega$ and $\theta$ is the contact angle of $\Gamma_t$ and $\partial \Omega$; $A$ and $B$ are constants. Our boundary condition corresponds to the case $A = 0$.

Our goal is to study the global-in-time solvability of (1.1), (1.2) for a given initial data. Since the problem is of first order, it is convenient to handle this problem in the realm of viscosity solutions; see e.g. G. Barles [2]. We establish the comparison principle (§3) for (1.1) and (1.2) by deriving an equivalent definition (§2) of solutions. Although the dynamic boundary value problem is studied in [2, P.102 (4.23)], it is essentially of Neumann type and does not include (1.2). We further prove (§5) that the solution of (1.1) and (1.2) solves the Neumann problem for (1.1) with

$$\partial u/\partial \nu = (\text{Sign} F) \{(\alpha - \gamma)_+(\alpha + \gamma)\}^{1/2}$$

(1.3)

in the viscosity sense, where $\beta_+$ denotes the positive part of $\beta$ and $\text{Sign} F$ denotes the sign of $F$ i.e. $\text{Sign} F = \pm 1$ if $F \geq 0$ and $\text{Sign} F = 0$ if $F = 0$. It might be possible to prove the comparison principle for (1.1) with the inhomogeneous data $\partial u/\partial \nu = p(t)$ when $p$ is continuous; see J. Claisse [4].
However, our comparison principle for (1.1) and (1.2) still holds when $F$ changes sign in which case the Neumann data in (1.3) is discontinuous and hence it is not included in the literature. Moreover, our proof is more direct and does not use (1.3).

We also prove the global existence (§4) of a solution for (1.1), (1.2) when the initial data $u$ is a Lipschitz function in $\Omega$, by using the approximate equation

$$ u_t - \varepsilon u_{xx} - F \left( u_x^2 + \gamma^2 \right)^{1/2} = 0 \quad \text{in} \quad \Omega \times (0, \infty) \tag{1.4} $$

with the dynamic boundary condition

$$ u_t - F \alpha + \varepsilon \partial u / \partial \nu = 0 \quad \text{on} \quad \partial \Omega \times (0, \infty), \tag{1.5} $$

where $\varepsilon$ is a positive parameter. The dynamic boundary condition for uniformly parabolic equations is well studied, for example by Hinterman [10] and Escher [7, 8]. Their results may be applied to (1.4) and (1.5) in order to yield at least a local solution. However, since the global existence of solutions is easy to show we give a proof for global solvability of (1.4), (1.5) in the Appendix. By the maximum principle we derive a priori bounds (§4) for the sup norms of $u_t, u_x, w^\varepsilon$ in $\bar{\Omega} \times [0, T]$ for solutions of (1.4), (1.5) independent of $\varepsilon \in (0, 1)$. This yields the solution of (1.1), (1.2) as a limit. The presence of the term $\varepsilon \partial u / \partial \nu$ in (1.5) is crucial in order to obtain the a priori bound.

2. Definitions and equivalent notions of solutions. Let $\Omega$ be a bounded interval $(0, L) \subset \mathbb{R}$ and $T > 0$ be a constant. For brevity we set $Q = \Omega \times (0, T), \bar{Q} = \bar{\Omega} \times [0, T]$ and their closure $\bar{Q} = \bar{\Omega} \times [0, T]$. Given a mapping $k := k(x, t, \tau, p) : \bar{Q} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ we recall the following definitions of viscosity sub- and supersolutions $u \in C(\bar{Q})$ for $k$.

**Definition 2.1.** A function $u$ is said to be a viscosity subsolution of $k$ (in $\bar{Q}$) provided for any $(\hat{x}, \hat{t}, \phi) \in \bar{Q} \times C^1(\bar{Q})$ such that

$$(u - \phi)(\hat{x}, \hat{t}) = \sup_{\bar{Q}}(u - \phi)$$

then the inequality

$$k(\hat{x}, \hat{t}, \tau, p) \leq 0$$

holds where $\tau = \phi_t(\hat{x}, \hat{t})$ and $p = \phi_x(\hat{x}, \hat{t})$. 
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Definition 2.2. A function \( u \) is said to be a viscosity supersolution of \( k \) (in \( \bar{Q} \)) provided for any \( (\hat{x}, \hat{t}, \phi) \in \bar{Q} \times C^1(\bar{Q}) \) such that
\[
(u - \phi)(\hat{x}, \hat{t}) = \inf_{\bar{Q}}(u - \phi)
\]
then the inequality
\[
k(\hat{x}, \hat{t}, \tau, p) \geq 0
\]
holds where \( \tau = \phi_t(\hat{x}, \hat{t}) \) and \( p = \phi_x(\hat{x}, \hat{t}) \).

Let \( F \) and \( \alpha \) be given functions in \( C(\bar{Q}), C(\partial \Omega \times [0, T]) \) respectively and \( \gamma \geq 0 \) be a given constant. We use the notation, since \( \partial \Omega = \{0, L\} \), that \( \frac{\partial}{\partial \nu} = \nu \frac{\partial}{\partial x} \) on \( \partial \Omega \) with \( \nu = -1 \) for \( x = 0 \) and \( \nu = +1 \) for \( x = L \). The initial boundary value problem is
\[
\begin{cases}
  u_t - F(u^2_\tau + \gamma^2)^{1/2} = 0 & \text{in } Q, \\
  u_t - F\alpha = 0 & \text{on } \partial \Omega \times (0, T), \\
  u|_{t=0} = a & \text{on } \Omega.
\end{cases}
\tag{2.1}
\]

In order to formulate the definition of a viscosity solution to (2.1) we define, for \( (x, t, \tau, p) \in \bar{Q} \times \mathbb{R} \times \mathbb{R} \)
\[
E(x, t, \tau, p) := \tau - F(x, t) (p^2 + \gamma^2)^{1/2},
\]
\[
F_{\min}(x, t, \tau, p) := \begin{cases}
  E(x, t, \tau, p) & \text{if } x \in \Omega, \\
  \min \{ \tau - F(x, t) \alpha(x, t), E(x, t, \tau, p) \} & \text{if } x \in \partial \Omega,
\end{cases}
\]
\[
F_{\max}(x, t, \tau, p) := \begin{cases}
  E(x, t, \tau, p) & \text{if } x \in \Omega, \\
  \max \{ \tau - F(x, t) \alpha(x, t), E(x, t, \tau, p) \} & \text{if } x \in \partial \Omega.
\end{cases}
\]

Definition 2.3. We say that \( u \in C(\bar{Q}) \) is a viscosity solution of (2.1) provided \( u(x, 0) = a(x), x \in \bar{\Omega}, u \) is a viscosity subsolution for \( F_{\min} \) and a viscosity supersolution for \( F_{\max} \).

This is the usual notion of viscosity solution for boundary value problems (cf. [5]). We give an equivalent notion of solution by introducing, for \( (x, t, \tau, p) \in \bar{Q} \times \mathbb{R} \times \mathbb{R} \)
\[
G(x, t, \tau, p) := \begin{cases}
  E(x, t, \tau, p) & \text{if } x \in \Omega, \\
  \tau - F(x, t) \max \{ \alpha(x, t), (|\nu \text{Sign } F|^{-} + \gamma^2)^{1/2} \} & \text{if } x \in \partial \Omega,
\end{cases}
\]
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where $f_-$ is the negative part of $f$. Set

$$G_B(x,t,\tau,p) = \tau - F(x,t) \max \{ \alpha(x,t), \left( ((\nu\text{Sign}F)_-)^2 + \gamma^2 \right)^{1/2} \}.$$ 

An alternative expression for $G_B$ is

$$G_B(x,t,\tau,p) = \tau - F(x,t) \left( [(\text{Sign}F)p\nu - \delta][((\text{Sign}F)p\nu + \delta)]_- + \gamma^2 + \delta^2 \right)^{1/2},$$

where $\delta = (\max(\alpha, \gamma)^2 - \gamma^2)^{1/2}$. This identity follows from

$$\max \{ \alpha, ((\eta_-)^2 + \gamma^2)^{1/2} \} = \left( (\eta - \delta)(\eta + \delta)_- + \gamma^2 + \delta^2 \right)^{1/2}$$

for $\eta \in \mathbb{R}$, which is easy to prove. The main purpose of this section is to prove the following proposition:

**Proposition 2.4.** A function $u$ is a viscosity solution of (2.1) if and only if $u \in C(\overline{Q})$, $u(x,0) = a(x)$, $x \in \Omega$, and $u$ is both a viscosity subsolution and a viscosity supersolution for $G$.

It is sufficient to prove the following Lemmas.

**Lemma 2.5.** A function $u$ is a viscosity supersolution for $G$ if and only if $u$ is a viscosity supersolution for $F_{\max}$.

**Proof.** We use the notation for $(\tilde{x}, \tilde{t}, \phi, \tau, p)$ introduced in Definition 2.2, and $\tilde{F} = F(\tilde{x}, \tilde{t})$ and $\tilde{\alpha} = \alpha(\tilde{x}, \tilde{t})$. Clearly there is nothing to prove if $\tilde{x} \in \Omega$ since $G$ and $F_{\max}$ agree in $\Omega$. Furthermore without loss of generality we may assume $\tilde{x} = L \in \partial\Omega$ so that $\nu = 1$. We suppress the word viscosity in the proof.

If $u$ is a supersolution for $G$ then $\tau \geq \tilde{F}\tilde{\alpha}$ so that, trivially, $u$ is a supersolution for $F_{\max}$. Thus the proof parts are concluding the situation that $u$ is a supersolution for $F_{\max}$ and proving that this implies $u$ is a supersolution for $G$. We have that

$$\max \left\{ \tau - \tilde{F}\tilde{\alpha}, \tau - \tilde{F}(p^2 + \gamma^2)^{1/2} \right\} \geq 0.$$ 

We may assume that $(L, \tilde{t})$, by modifying $\phi$ if necessary, is a unique minimizer of $u - \phi$. It is convenient to make the following observation.

**Observation (1).** The following device shifts the minimizer into the interior. Let $h \in C^1(0, \infty)$ be a nonincreasing function such that $h(\sigma) = 0$ for all
\( \sigma \geq 1 \), and that \( h(\sigma) \to +\infty \) as \( \sigma \to 0 \). Set \( d(x) := L - x \) and \( \phi^\varepsilon(x, t) := \phi(x, t) - \varepsilon h\left( \frac{d(x)}{\varepsilon} \right) \). Let \( (x_\varepsilon, t_\varepsilon) \) be a minimum point of \( u - \phi^\varepsilon \) on \( \hat{Q} \). Since

\[
\liminf_{\varepsilon \to 0} (u - \phi^\varepsilon) = u - \phi
\]
on \( \hat{Q} \) we see that \( (x_\varepsilon, t_\varepsilon) \to (L, \hat{t}) \) as \( \varepsilon \to 0 \). Here \( \liminf \) is the relaxed limit as in [2], i.e.,

\[
\liminf_{\varepsilon \to 0} f^\varepsilon(x, t) = \inf_{\varepsilon \to 0} \left\{ f^\delta(y, s); |y - x| < \varepsilon, |s - t| < \varepsilon, 0 < \delta < \varepsilon, (y, s) \in \hat{Q} \right\}.
\]

Furthermore since \( h(\sigma) \to \infty \) as \( \sigma \to 0 \) we have that, for \( \varepsilon \) sufficiently small, \( x_\varepsilon < L \) and \( x_\varepsilon \in \Omega \). Because \( u \) is a supersolution for \( F_{\text{max}} \) this implies that

\[
\phi^\varepsilon_t(x_\varepsilon, t_\varepsilon) \geq F(x_\varepsilon, t_\varepsilon) \left( \phi^\varepsilon_x(x_\varepsilon, t_\varepsilon)^2 + \gamma^2 \right)^{1/2}
\]

which yields

\[
\phi_t(x_\varepsilon, t_\varepsilon) \geq F(x_\varepsilon, t_\varepsilon) \left( \phi_x(x_\varepsilon, t_\varepsilon) + h'\left( \frac{d(x_\varepsilon)}{\varepsilon} \right) \right)^2 + \gamma^2 \right)^{1/2}.
\]

Observation (2). Set for \( A > 0 \), \( \psi(x, t) := \phi(x, t) - A d(x) \). Clearly

\[
(u - \psi)(x, t) = (u - \phi)(x, t) + A d(x) \geq (u - \psi)(L, \hat{t})
\]

for all \( (x, t) \in \hat{Q} \). Since \( u \) is a supersolution for \( F_{\text{max}} \), we have

\[
\max \left\{ \tau - \hat{F} \hat{\alpha}, \tau - \hat{F} \left( (p + A)^2 + \gamma^2 \right)^{1/2} \right\} \geq 0.
\]

We consider separately the case \( \hat{F} > 0 \) and \( \hat{F} < 0 \) since the case \( \hat{F} = 0 \) leads to \( G = F_{\text{max}} \).

Case I: \( \hat{F} > 0 \). Again we discuss three cases.

(i) \( \gamma \geq \hat{\alpha} \) and \( p \geq 0 \)

This is immediately treated by observation (1). Sending \( \varepsilon \) to zero we have

\[
\tau \geq \hat{F} \gamma = \hat{F} \max \left\{ \hat{\alpha}, \left( |p\nu| - \gamma \right)^2 + \gamma^2 \right\}^{1/2}.
\]

(ii) \( p\nu + \delta < 0 \)
Using observation (1) we set that for small \( \varepsilon \), we have
\[
\phi(x, t, t) = \phi(x, t, t) + h\left(\frac{d(x, t)}{\varepsilon}\right) \leq \phi(x, t, t) < 0
\]
so that
\[
\tau \geq \tilde{F}(p^2 + \gamma^2)^{1/2} = \tilde{F}((p\nu - \delta)(p\nu + \delta) + \gamma^2 + \delta^2)^{1/2}
\]
and sending \( \varepsilon \) to zero,
\[
\tau \geq \tilde{F}((p\nu - \delta)(p\nu + \delta) + \gamma^2 + \delta^2)^{1/2}.
\]

(iii) \( p\nu + \delta \geq 0, \gamma < \hat{\alpha}\)

This is the remaining case. From observation (2), by choosing \( A \) large we find
\[
\tau \geq \tilde{F}\hat{\alpha} = \tilde{F}((p\nu - \delta)(p\nu + \delta) + \gamma^2 + \delta^2)^{1/2}.
\]

Case II: \( \tilde{F} < 0 \)

(i) \( \gamma \geq \hat{\alpha}, p \geq 0 \)

In the case \( F_{\text{max}} = \tau - \tilde{F}(p^2 + \gamma^2)^{1/2} = G_B \).

(ii) \( \gamma \geq \hat{\alpha}, p < 0 \)

Use observation (2) and set \( A = -p > 0 \) which yields \( F_{\text{max}} = \tau - \tilde{F}\gamma = G_B \).

(iii) \( \gamma < \hat{\alpha}, p \leq \delta \)

If \( |p| \leq \delta \) then \( F_{\text{max}} = \tau - \tilde{F}\hat{\alpha} = G_B \). If \( p < -\delta \) then \( G_B = \tau - \tilde{F}\hat{\alpha} \) and using observation (2) and \( A = -p \) we have \( F_{\text{max}} = \tau - \tilde{F}\hat{\alpha} \).

(iv) \( \gamma < \hat{\alpha}, p > \delta \)

In the case \( F_{\text{max}} = \tau - \tilde{F}(p^2 + \gamma^2)^{1/2} = G_B \). \( \square \)

Lemma 2.6. A function \( u \) is a viscosity subsolution for \( G \) if and only if
\( u \) is a viscosity subsolution for \( F_{\text{min}} \).

Proof. We use the notation for \( (\hat{x}, \hat{t}, \hat{\phi}, \tau, p) \) introduced in Definition 2.1. Clearly there is nothing to prove if \( \hat{x} \in \Omega \) since \( G \) and \( F_{\text{min}} \) agree in \( \Omega \). Furthermore without loss of generality we may assume \( \hat{x} = L \in \partial\Omega \) so that \( \nu = 1 \).

If \( u \) is a subsolution for \( G \) then
\[
\tau \leq \tilde{F}\max\left\{ \hat{\alpha}, \left(\frac{\nu}{|\nu|}\text{Sign}\tilde{F} \right)^2 + \gamma^2 \right\}^{1/2}
\]
so that either \( \tau \leq \hat{F} \hat{\alpha} \) or \( \tau \leq \hat{F}((pv + \delta)(pv - \delta)_+ + \gamma^2 + \delta^2)^{1/2} \). If \( \hat{F} > 0 \) then this implies \( \min \{ \tau - \hat{F} \hat{\alpha}, \tau - \hat{F}(p^2 + \gamma^2)^{1/2} \} \leq 0 \) and \( u \) is a subsolution for \( F_{\text{min}} \).

On the other hand if \( \hat{F} < 0 \) then \( \tau \leq \hat{F}((pv + \delta)(pv - \delta)_+ + \gamma^2 + \delta^2)^{1/2} \). If \( \gamma \geq \hat{\alpha} \) then either \( \tau \leq \hat{F}(p^2 + \gamma^2)^{1/2} \) or \( \tau \leq \hat{F} \gamma \leq \hat{F} \hat{\alpha} \) which implies \( u \) is a subsolution for \( F_{\text{min}} \). Whenever if \( \hat{\alpha} > \gamma \) then either \( \tau \leq \hat{F}(\gamma^2 + \delta^2)^{1/2} = \hat{F} \hat{\alpha} \) or \( \tau \leq \hat{F}(p^2 + \gamma^2)^{1/2} \) and again \( u \) is a subsolution for \( F_{\text{min}} \).

We may suppose that \( u \) is a subsolution for \( F_{\text{min}} \) so that

\[
\min \{ \tau - \hat{F} \hat{\alpha}, \tau - \hat{F}(p^2 + \gamma^2)^{1/2} \} \leq 0.
\]

It is convenient to make the following observation.

Observation (1). The following device shifts the maximizer into the interior.

Let \( h \in C^1(0, \infty) \) be a nonincreasing function such that \( h(\sigma) = 0 \) for all \( \sigma \geq 1 \), and that \( h(\sigma) \to +\infty \) as \( \sigma \to 0 \). Set \( d(x) := L - x \) and \( \phi^\varepsilon(x, t) := \phi(x, t) + \varepsilon h\left(\frac{d(x)}{\varepsilon}\right) \). Let \((x_\varepsilon, t_\varepsilon)\) be a maximum point of \( u - \phi^\varepsilon \) on \( \hat{Q} \). Since

\[
\limsup_{\varepsilon \to 0}^* (u - \phi^\varepsilon) = u - \hat{\phi}
\]

on \( \hat{Q} \) we see that \((x_\varepsilon, t_\varepsilon) \to (L, \hat{t}) \) as \( \varepsilon \to 0 \). Furthermore since \( h(\sigma) \to \infty \) as \( \sigma \to 0 \) we have that, for \( \varepsilon \) sufficiently small, \( x_\varepsilon < L \) and \( x_\varepsilon \in \Omega \). Because \( u \) is a subsolution for \( F_{\text{min}} \) this implies that

\[
\phi^\varepsilon_t(x_\varepsilon, t_\varepsilon) \leq F(x_\varepsilon, t_\varepsilon) \left( \phi^\varepsilon_x(x_\varepsilon, t_\varepsilon)^2 + \gamma^2 \right)^{1/2}
\]

which yields

\[
\phi_t(x_\varepsilon, t_\varepsilon) \leq F(x_\varepsilon, t_\varepsilon) \left( \phi_x(x_\varepsilon, t_\varepsilon) - h' \left( \frac{d(x_\varepsilon)}{\varepsilon} \right) \right)^2 + \gamma^2 \right)^{1/2}.
\]

Observation (2). Set for \( A > 0 \), \( \psi(x, t) := \phi(x, t) + Ad(x) \). Clearly

\[
(u - \psi_t)(x, t) = (u - \phi_t)(x, t) - Ad(x) \leq (u - \phi)(L, \hat{t}) = (u - \hat{\psi})(L, \hat{t})
\]

for all \((x, t) \in \hat{Q} \). Since \( u \) is a subsolution for \( F_{\text{min}} \), we have

\[
\min \{ \tau - \hat{F} \hat{\alpha}, \tau - \hat{F} ((p - A)^2 + \gamma^2)^{1/2} \} \leq 0.
\]

We treat the case \( \hat{F} > 0 \) and \( \hat{F} < 0 \) separately.
Case I: \( \hat{F} > 0 \)

(i) \( \gamma \geq \hat{\alpha} \)

If \( p \leq 0 \) then \( \tau \leq \hat{F}(p^2 + \gamma^2)^{1/2} = \hat{F} \max\{\hat{\alpha}, ((pv)_-)^2 + \gamma^2\} \). If \( p > 0 \) then we use observation (2) which yields with \( A = p \), \( \tau \leq \hat{F} \gamma = \hat{F} \max\{\hat{\alpha}, ((pv)_-)^2 + \gamma^2\} \).

(ii) \( \gamma < \hat{\alpha} \)

If \( p \leq -\delta \) then \( \tau \leq \hat{F}(p^2 + \gamma^2)^{1/2} = \hat{F}((p-\delta)(p+\delta)_- + \gamma^2 + \delta^2)^{1/2} \). If \( |p| < \delta \) then \( \tau \leq \hat{F} \hat{\alpha} = \hat{F} \max\{\hat{\alpha}, ((pv)_-)^2 + \gamma^2\} \). If \( p > \delta \) then we use observation (2) which yields with \( A = p \), \( \tau \leq \hat{F} \gamma \leq \hat{F} \max\{\hat{\alpha}, ((pv)_-)^2 + \gamma^2\} \).

Case II: \( \hat{F} < 0 \)

(i) \( \gamma \geq \hat{\alpha} \) and \( p \leq 0 \)

This is immediately treated by observation (1). Sending \( \varepsilon \) to zero in

\[
\phi_\varepsilon(x, t_\varepsilon) \leq \hat{F}(x, t_\varepsilon)(\phi_\varepsilon(x, t_\varepsilon)^2 + \gamma^2)^{1/2} \leq \hat{F}(x, t_\varepsilon)\gamma
\]

yields \( \tau \leq \hat{F}\gamma = \hat{F} \max\{\hat{\alpha}, (([-pv]_-)^2 + \gamma^2)\} \).

(ii) \( pv - \delta > 0 \)

Using observation (1) we get that for small \( \varepsilon \),

\[
\phi^\varepsilon(x, t_\varepsilon) = \phi(x, t_\varepsilon) - h'\left(\frac{d(x_\varepsilon)}{\varepsilon}\right) \geq \phi(x, t_\varepsilon) > 0
\]

so that

\[
\phi_\varepsilon(x, t_\varepsilon) \leq \hat{F}(x, t_\varepsilon)\left(\phi(x, t_\varepsilon)^2 + \gamma^2\right)^{1/2} \leq \hat{F}(x, t_\varepsilon)\left(\phi_\varepsilon(x, t_\varepsilon)^2 + \gamma^2\right)^{1/2}
\]

and sending \( \varepsilon \to 0 \),

\[
\tau \leq \hat{F}(p^2 + \gamma^2)^{1/2} = \hat{F}((pv + \delta)(pv - \delta)_+ + \gamma^2 + \delta^2)^{1/2}.
\]

(iii) \( pv - \delta \leq 0, \gamma < \hat{\alpha} \)

This is the remaining case. From observation (2), by choosing \( A \) large

\[
\tau \leq \hat{F} \hat{\alpha} = \hat{F}((pv + \delta)(pv - \delta)_+ + \gamma^2 + \delta^2)^{1/2}.
\]

\( \Box \)

Remark. As usual the definition of subsolutions (Definition 2.1) extends to an upper semicontinuous function \( u \) on \( \bar{Q} \) provided that \( u \) is locally bounded on \( \bar{Q} \). Similarly, a supersolution is defined for lower semicontinuous functions not only for continuous functions. Results on equivalence (Lemma 2.5, Lemma 2.6) are still valid for semicontinuous functions.
3. Comparison principle. Let $\Omega$ and $T$ be as introduced in §2 and set $\bar{Q} = \bar{\Omega} \times (0, T)$ and $\tilde{Q} = \bar{\Omega} \times [0, T]$. In §2 we defined a function $G$ by

$$G(x, t, \tau, p) = \begin{cases} 
\tau - F(x, t) (p^2 + \gamma^2)^{1/2} & \text{if } x \in \Omega, \\
\tau - F(x, t) \max \left\{ \alpha(x, t), \left( [\nu(x) \text{Sign} F(x, t)]_{-} \right)^2 + \gamma^2 \right\}^{1/2} & \text{if } x \in \partial \Omega,
\end{cases}$$

where $\gamma \geq 0$ is a constant and $\nu(x)$ denotes the outer unit normal of $\partial \Omega$ (i.e., $\nu(0) = -1$, $\nu(L) = 1$).

**Theorem 3.1.** Assume that $F \in C(\bar{Q})$, $\alpha \in C(\partial \Omega \times [0, T])$ and

$$|F(x, t) - F(y, t)| \leq C|x - y| \quad \text{for all } (x, t), (y, t) \in \tilde{Q}$$

(3.1)

holds for some constant $C > 0$ independent of $t$. Let $u$ and $-v$ be bounded upper semicontinuous functions on $\Omega \times [0, T]$. Let $u$ be a viscosity subsolution for $G = 0$ in $\bar{Q}$ and $v$ be a viscosity supersolution for $G = 0$ in $\bar{Q}$. If $u(\cdot, 0) \leq v(\cdot, 0)$ in $\overline{\Omega}$, then $u \leq v$ in $\bar{Q}$.

**Proof.** Suppose that the conclusion is false. Then there would exist a point $(x_1, t_1) \in \overline{\Omega} \times [0, T)$ such that $\mu := u(x_1, t_1) - v(x_1, t_1) > 0$. For positive parameters $\lambda$, $\beta$, $\delta$, we set

$$\phi(x, t, y, s) = \lambda(x - y)^2 + \beta(t - s)^2 + \frac{\delta}{T - t} + \frac{\delta}{T - s},$$

$$\Phi(x, t, y, s) = u(x, t) - v(y, s) - \Phi(x, t, y, s)$$

and, as preparation, study the behavior of a maximum point $(\hat{x}, \hat{t}, \hat{y}, \hat{s})$ of $\Phi$ on $\bar{Q} \times \bar{Q}$. We choose a small $\delta$ (fixed here) such that $0 < \delta < (T - t_1)\mu/4$. So, we have

$$\max_{\bar{Q} \times \bar{Q}} \Phi \geq \mu/2 > 0,$$

(3.2)

and then $0 \leq \hat{t}, \hat{s} < T$ holds uniformly for $\lambda$ and $\beta$. Let $M > 0$ be an upper bound of both $u$ and $-v$. By using (3.2) we see that

$$2M \geq u(\hat{x}, \hat{t}) - v(\hat{y}, \hat{s}) > \lambda|\hat{x} - \hat{y}|^2 + \beta|\hat{t} - \hat{s}|^2,$$

which leads to

$$\lambda|\hat{x} - \hat{y}|^2, \beta|\hat{t} - \hat{s}|^2 \text{ are bounded},$$

(3.3)
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and then $|\hat{x} - \hat{y}| \to 0$ (as $\lambda \to \infty$), $|\hat{t} - \hat{s}| \to 0$ (as $\beta \to \infty$), i.e., by taking a subsequence, there exists $(x_0, t_0) \in \hat{Q}$ such that

$$\hat{x}, \hat{y} \rightarrow x_0 \ (\text{as } \lambda \rightarrow \infty), \quad \hat{t}, \hat{s} \rightarrow t_0 \ (\text{as } \beta \rightarrow \infty). \quad (3.4)$$

(Because of our assumption $u \leq v$ at $t = 0$ the time $t_0 > 0$ so that $\hat{t}, \hat{s} > 0$ for sufficiently large $\lambda$ and $\beta$. From now on, we use the same notation after taking a subsequence. By taking a subsequence, (3.3) implies that there are $\lambda_0$ and $\beta_0$ such that

$$\lambda |\hat{x} - \hat{y}|^2 \rightarrow \lambda_0 \ (\text{as } \lambda \rightarrow \infty), \quad \beta |\hat{t} - \hat{s}|^2 \rightarrow \beta_0 \ (\text{as } \beta \rightarrow \infty).$$

It follows that

$$\limsup_{\lambda \rightarrow \infty, \beta \rightarrow \infty} \max_{Q \times \hat{Q}} \Phi \leq u(x_0, t_0) - v(x_0, t_0) - \lambda_0 - \beta_0 - \frac{2\delta}{T - t_0}.$$ 

Since the left hand side is equal to or greater than $u(x_0, t_0) - v(x_0, t_0) - 2\delta/(T - t_0)$, we have $\lambda_0 = \beta_0 = 0$, i.e.,

$$\lambda |\hat{x} - \hat{y}|^2 \rightarrow 0 \ (\text{as } \lambda \rightarrow \infty), \quad \beta |\hat{t} - \hat{s}|^2 \rightarrow 0 \ (\text{as } \beta \rightarrow \infty). \quad (3.5)$$

Now, let us start the main part of the proof. Note that our classifications given below are not disjoint but cover whole cases.

Case 1: $x_0 \in \Omega$. First, we discuss the case when $\hat{x}, \hat{y}$ converge to an interior point $x_0$ as $\lambda \rightarrow \infty$. We may assume that $\hat{x}, \hat{y} \in \Omega$. We use an abbreviated notation $\hat{\phi}_t = \phi_t(\hat{x}, \hat{t}, \hat{y}, \hat{s})$, etc. It follows from the definition of viscosity solutions that

$$\hat{\phi}_t - F(\hat{x}, \hat{t})(\hat{\phi}_{x}^2 + \gamma^2)^{1/2} \leq 0 \quad \text{and} \quad (-\hat{\phi}_s) - F(\hat{y}, \hat{s})(\hat{\phi}_{y}^2 + \gamma^2)^{1/2} \geq 0.$$ 

Subtracting the second inequality from the first one we get

$$0 \geq \hat{\phi}_t - F(\hat{x}, \hat{t})(\hat{\phi}_{x}^2 + \gamma^2)^{1/2} - \left( -\hat{\phi}_s - F(\hat{y}, \hat{s})(\hat{\phi}_{y}^2 + \gamma^2)^{1/2} \right) \geq \frac{2\delta}{T} + (-F(\hat{x}, \hat{t}) + F(\hat{y}, \hat{s}))(4\lambda^2|\hat{x} - \hat{y}|^2 + \gamma^2)^{1/2}.$$ 

We send $\beta$ to infinity and, after that, we send $\lambda$ to infinity. Then, by using (3.5) and the Lipschitz continuity of $F(\cdot, t)$ as in (3.1), we see the second term goes to zero. Since $\delta > 0$, we get a contradiction.
Case 2: $x_0 \in \partial \Omega$ Next, we discuss the case when $\hat{x}, \hat{y}$ go to a boundary point $x_0$ as $\lambda \rightarrow \infty$. If both $\hat{x}$ and $\hat{y}$ in $\Omega$ for any large $\lambda$, we get a contradiction similarly to Case 1. We classify the rest of Case 2 into three cases, Case 2a, 2b, 2c, depending on the limit of the convergent subsequences. We further classify Case 2b and 2c into more subcases as follows:

<table>
<thead>
<tr>
<th>Case 2a</th>
<th>$\hat{x} = \hat{y} = x_0 \in \partial \Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 2b</td>
<td>$\hat{x} \in \Omega \rightarrow x_0$, $\hat{y} = x_0 \in \partial \Omega$</td>
</tr>
<tr>
<td>Case 2b(i)</td>
<td>$F(x_0, t_0) &gt; 0$</td>
</tr>
<tr>
<td>Case 2b(ii)</td>
<td>$F(x_0, t_0) = 0$</td>
</tr>
<tr>
<td>Case 2b(iii)</td>
<td>$F(x_0, t_0) &lt; 0$</td>
</tr>
<tr>
<td>Case 2c</td>
<td>$\hat{x} = x_0 \in \partial \Omega$, $\hat{y} \in \Omega \rightarrow x_0$</td>
</tr>
<tr>
<td>Case 2c(i)</td>
<td>$F(x_0, t_0) &lt; 0$</td>
</tr>
<tr>
<td>Case 2c(ii)</td>
<td>$F(x_0, t_0) = 0$</td>
</tr>
<tr>
<td>Case 2c(iii)</td>
<td>$F(x_0, t_0) &gt; 0$</td>
</tr>
</tbody>
</table>

Since the proof for Case 2c and its subcases is symmetric to that of Case 2b, we do not present the proof for Case 2c.

**Case 2a:** When there exists a subsequence $\lambda \rightarrow \infty$ such that $\hat{x} = \hat{y} = x_0 \in \partial \Omega$, it follows that

\[
0 \geq \hat{\phi}_t - F(\hat{x}, t) \max \left\{ \alpha(\hat{x}, t), \left( \left( \hat{\phi}_x \nu(\hat{x}) \text{Sign} F(\hat{x}, \hat{t}) \right) \gamma^2 \right)^{1/2} \right\} - \left( \hat{\phi}_y - F(\hat{y}, \hat{s}) \max \left\{ \alpha(\hat{y}, \hat{s}), \left( \left( \hat{\phi}_y \nu(\hat{y}) \text{Sign} F(\hat{y}, \hat{s}) \right) \gamma^2 \right)^{1/2} \right\} \right) \geq \frac{2\delta}{T^2} - F(x_0, t) \max\{\alpha(x_0, \hat{t}), \gamma\} + F(x_0, \hat{s}) \max\{\alpha(x_0, \hat{s}), \gamma\},
\]

since $\hat{\phi}_x = -\hat{\phi}_y = 0$. Since the second and third terms are continuous and since the sum of them goes to zero as $\beta \rightarrow \infty$ by (3.4), we get a contradiction.

**Case 2b:** When there exists a subsequence $\lambda \rightarrow \infty$ such that $\hat{x} \in \Omega$ and $\hat{y} = x_0 \in \partial \Omega$, it follows that

\[
\hat{\phi}_t - F(\hat{x}, t) \left( \hat{\phi}_x^2 + \gamma^2 \right)^{1/2} \leq 0,
\]

\[
\left( \hat{\phi}_x - F(x_0, \hat{s}) \max \left\{ \alpha(x_0, \hat{s}), \left( \left( \hat{\phi}_y \nu(x_0) \text{Sign} F(x_0, \hat{s}) \right) \gamma^2 \right)^{1/2} \right\} \right) \geq 0.
\]

We see that $(-\hat{\phi}_y) \nu(x_0) = 2\lambda(\hat{x} - x_0) \nu(x_0) < 0$. We shall classify this case into three subcases depending on the sign of $F$.  
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Case 2b(i): $F(x_0, t_0) > 0$ When $F(x_0, t_0) > 0$, we may assume that $F(x_0, \hat{s}) > 0$ holds for sufficiently large $\beta$. The second inequality of (3.6) implies that

$$0 \leq ( - \hat{\phi}_s ) - F(x_0, \hat{s}) \max \left\{ \alpha(x_0, \hat{s}), (\hat{\phi}_y^2 + \gamma^2)^{1/2} \right\}$$

$$\leq ( - \hat{\phi}_s ) - F(x_0, \hat{s})(\hat{\phi}_y^2 + \gamma^2)^{1/2}.$$ 

We get a contradiction similarly to Case 1.

Case 2b(ii): $F(x_0, t_0) = 0$ When $F(x_0, t_0) = 0$, we see that both $F(\hat{x}, \hat{t})$ and $F(x_0, \hat{s})$ go to zero as $\lambda, \beta \to \infty$. Then it is easy to get a contradiction from (3.6).

Case 2b(iii): $F(x_0, t_0) < 0$ When $F(x_0, t_0) < 0$, we may assume that $F(x_0, \hat{s}) < 0$ holds for any large $\beta$. The second inequality of (3.6) implies that

$$(- \hat{\phi}_s) - F(x_0, \hat{s}) \max \{ \alpha(x_0, \hat{s}), \gamma \} \geq 0.$$ 

If $\alpha(x_0, t_0) \leq \gamma$, sending $\beta$ to infinity, we have

$$0 \geq \frac{2\delta}{T^2} + (-F(\hat{x}, t_0) + F(x_0, t_0))(4\lambda^2|\hat{x} - x_0|^2 + \gamma^2)^{1/2}.$$ 

By using (3.5) and (3.1) the second term goes to zero as $\lambda \to \infty$. This yields a contradiction since $\delta > 0$.

Case R: We must discuss the remaining case when $\alpha_0 = \alpha(x_0, t_0) > \gamma$ from Case 2b(iii) (similarly from Case 2c(iii)). Let us change $\phi$ to a new test function $\psi$ as follows:

$$\psi(x, t, y, s) = \lambda \left( x - y + \text{Sign}F(x_0, t_0)\left(\frac{\alpha_0^2 - \gamma^2}{2\lambda}\nu(x_0)\right)^{1/2} + \delta \right)^2 + \beta(t - s)^2$$

$$= \lambda \left( x - y - \left(\frac{\alpha_0^2 - \gamma^2}{2\lambda}\nu(x_0)\right)^{1/2} + \delta \right)^2 + \beta(t - s)^2 + \frac{\delta}{T - t} + \frac{\delta}{T - s}.$$ 

We then consider the maximum point $(\bar{x}, \bar{t}, \bar{y}, \bar{s})$ of

$$\Psi(x, t, y, s) = u(x, t) - v(y, s) - \psi(x, t, y, s)$$
on $\overline{Q} \times \overline{Q}$. It is easy to see that $0 < \tilde{t}, \tilde{s} < T$ holds uniformly for $\lambda$ and $\beta$, $|\tilde{x} - \tilde{y}| \to 0$ (as $\lambda \to \infty$) and $|\tilde{t} - \tilde{s}| \to 0$ (as $\beta \to \infty$). We claim that

$$\tilde{x}, \tilde{y} \to x_0 \text{ (as } \lambda \to \infty), \quad \tilde{t}, \tilde{s} \to t_0 \text{ (as } \beta \to \infty).$$ (3.7)

If (3.7) does not hold, we see that, for some closed neighborhood $K$ of $(x_0, t_0)$, there exists $\mu' > 0$ such that

$$\Psi(\tilde{x}, \tilde{t}, \tilde{y}, \tilde{s}) - \max_{K \times K} \Psi \geq \mu'.$$

Since $\psi$ is almost equal to $\phi$ as $\lambda \to \infty$ and $|x - y| \to 0$, we see that

$$\Phi(\tilde{x}, \tilde{t}, \tilde{y}, \tilde{s}) - \max_{K \times K} \Phi = \Phi(\tilde{x}, \tilde{t}, \tilde{y}, \tilde{s}) - \Phi(\tilde{x}, \tilde{t}, \tilde{y}, \tilde{s}) \geq \mu'/2$$

for large $\lambda$, which is inconsistent with the property that $(\tilde{x}, \tilde{t}, \tilde{y}, \tilde{s})$ is a global maximum point of $\Phi$. Thus (3.7) holds.

In the case when $\tilde{x}, \tilde{y} \in \Omega$ or $\tilde{x}, \tilde{y} \in \partial \Omega$ for large $\lambda$ we can discuss similarly to Case 1 and Case 2a, and obtain a contradiction, respectively. We thus study the remaining two cases, Case Rb, Rc.

**Case Rb:** When there exists a subsequence $\lambda \to \infty$ such that $\tilde{x} \in \Omega$ and $\tilde{y} = x_0 \in \partial \Omega$, it follows that

$$\tilde{v}_t - F(\tilde{x}, \tilde{t})(\tilde{v}_x^2 + \gamma^2)^{1/2} \leq 0,$$

$$(-\tilde{v}_s) - F(x_0, \tilde{s}) \max \left\{ \alpha(x_0, \tilde{s}), \left(((-\tilde{v}_y)\nu(x_0)\text{Sign} F(x_0, \tilde{s})\left| \nu(x_0) \right| \right)^2 + \gamma^2 \right\}^{1/2} \geq 0. \quad (3.8)$$

By the definition of $\psi$ we see that $(-\tilde{v}_y)\nu(x_0) = 2\lambda(\tilde{x} - x_0)\nu(x_0) - (\alpha_0^2 - \gamma^2)^{1/2} < 0$. In the remaining case from Case 2b(iii) we see that $F(x_0, t_0) < 0$, and then $F(x_0, \tilde{s}) < 0$ for large $\beta$. Thus the second inequality of (3.8) implies that

$$(-\tilde{v}_s) - F(x_0, \tilde{s}) \max \{ \alpha(x_0, \tilde{s}), \gamma \} \geq 0. \quad (3.9)$$

By the definition of $\psi$ we also see that $(-\gamma) \alpha_0 \leq (\tilde{v}_x^2 + \gamma^2)^{1/2} \cdot \beta$. Subtracting (3.9) from the first inequality of (3.8) and sending $\beta \to \infty$ we have

$$0 \geq \frac{2\delta}{T^2} + (-F(\tilde{x}, t_0) + F(x_0, t_0))\nu_0$$
since $F(\tilde{x}, t_0) < 0$ for large $\lambda$. By (3.7) and (3.1) the second term goes to zero as $\lambda \to \infty$. This yields a contradiction since $\delta > 0$.

**Case Re:** When there exists a subsequence $\lambda \to \infty$ such that $\tilde{x} = x_0 \in \partial \Omega$ and $\tilde{y} \in \Omega$, it follows that

$$
\tilde{\psi}_t - F(x_0, \tilde{t}) \max \left\{ \alpha(x_0, \tilde{t}), \left( ([\tilde{\psi}_x \nu(x_0) \text{Sign} F(x_0, \tilde{t})]_-)^2 + \gamma^2 \right)^{1/2} \right\} \leq 0,
$$

$$
(-\tilde{\psi}_s) - F(\tilde{y}, s)((-\tilde{\psi}_y)^2 + \gamma^2)^{1/2} \geq 0.
$$

If $\tilde{\psi}_x \nu(x_0) \geq 0$, the first inequality implies

$$
\tilde{\psi}_t - F(x_0, \tilde{t})(\tilde{\psi}_x^2 + \gamma^2)^{1/2} \leq 0
$$

since $F(x_0, \tilde{t}) < 0$ for large $\beta$. We thus obtain a contradiction similarly to Case 1. If $\tilde{\psi}_x \nu(x_0) < 0$, we have

$$
0 \leq 2\lambda(x_0 - \tilde{y}) \nu(x_0) < (\alpha_0 - \gamma^2)^{1/2},
$$

and then $((-\tilde{\psi}_y)^2 + \gamma^2)^{1/2} < \alpha_0$. Since $F(\tilde{y}, s) < 0$ for large $\lambda, \beta$, we see that

$$
0 \geq \frac{2\delta}{T^2} - F(x_0, \tilde{t}) \alpha(x_0, \tilde{t}) + F(\tilde{y}, s) \alpha(x_0, t_0).
$$

We get a contradiction by the continuity of the second and third terms. The proof of Theorem 3.1 is now complete. \(\Box\)

**4. Existence theorem.** Let $\Omega$ and $T$ be introduced in \$2\$. Our goal is to show the existence of viscosity solutions of the dynamic boundary problem

$$
\begin{cases}
    u_t - F(u_x^2 + \gamma^2)^{1/2} = 0 & \text{in} \ Q = \Omega \times (0, T), \\
    u_t - F \alpha = 0 & \text{on} \ \partial\Omega \times (0, T), \\
    u|_{t=0} = a & \text{on} \ \Omega.
\end{cases}
$$

**Theorem 4.1.** Assume that $F \in C^1(\bar{Q})$ and $\alpha \in C(\partial \Omega \times [0, T])$. Assume that $\alpha$ is a Lipschitz function over $\bar{Q}$. Then there exists a function $u \in C(\bar{Q})$ which is a unique viscosity solution of (4.1). Moreover, $|u_x|$ is bounded in $Q$.

Let $\varepsilon > 0$. First, we shall prove a priori estimates for a classical solution $u^\varepsilon$ for the approximate problem

$$
\begin{cases}
    u_t^\varepsilon - \varepsilon u_{xx}^\varepsilon = F((u_x^\varepsilon)^2 + \gamma^2)^{1/2} & \text{in} \ Q, \\
    u_t^\varepsilon + \varepsilon \nu u_x^\varepsilon = F \max \left\{ \alpha, \left( [\nu u_x^\varepsilon \text{Sign} F]_--+ \gamma^2 \right)^{1/2} \right\} & \text{on} \ \partial\Omega \times (0, T), \\
    u^\varepsilon|_{t=0} = a^\varepsilon & \text{on} \ \Omega,
\end{cases}
$$

(4.2)
where \( \nu \) denotes the outer unit normal of \( \partial \Omega \).

**Proposition 4.2.** Assume that \( F \in C^1(\overline{Q}) \) and \( \alpha \in C(\partial \Omega \times [0, T]) \). Assume that \( a^\varepsilon \) is a \( C^2 \) function over \( \overline{\Omega} \) and \( \varepsilon a^\varepsilon_{xx} \) is bounded on \( \overline{\Omega} \) uniformly for \( \varepsilon \). Let \( u^\varepsilon \) be a smooth solution of (4.2). Then the estimate holds
\[
\max_Q \{|u^\varepsilon_x|^2 + |u^\varepsilon_x|^2 + |u^\varepsilon_t|^2\} \leq C
\] (4.3)
with some constant \( C > 0 \) depending only on \( T, \gamma, \|a^\varepsilon\|_{C^1(\overline{\Omega})}, \|\varepsilon a^\varepsilon_{xx}\|_{C(\overline{\Omega})}, |F|_{C^1(\overline{Q})} \) and \( \|\alpha\|_{C(\partial \Omega \times [0, T])} \).

**Proof.** We shall prove (4.3) by using maximum principles. (i) the estimate for \( u^\varepsilon_x \): We set \( w(x, t) = e^{-\varepsilon t}u^\varepsilon(x, t) \). It follows from (4.2) that
\[
\begin{cases}
w_t + w - \varepsilon w_{xx} = e^{-\varepsilon t}F ((e^\varepsilon w_x)^2 + \gamma^2)^{1/2} & \text{in } \Omega, \\
w_t + w + \varepsilon \nu w_x = e^{-\varepsilon t}F \max \left\{ \alpha, (|e^\varepsilon w_x|_\infty^2 + \gamma^2)^{1/2} \right\} & \text{on } \partial \Omega \times (0, T), \\
w(x, 0) = a^\varepsilon(x) & \text{for } x \in \Omega.
\end{cases}
\] (4.4)
Assume that \( w \) has a positive maximum in \( \overline{Q} \). Let \((\hat{x}, \hat{t})\) be the maximum point of \( w \) and \( \lambda \) be its maximum value, i.e., \( \max_{\overline{Q}} w = w(\hat{x}, \hat{t}) \) and \( \lambda = w(\hat{x}, \hat{t}) \). We assume that
\[
\lambda > \max_{\overline{\Omega}} |a^\varepsilon| \quad \text{and} \quad \lambda > \max_{\overline{Q}} |F| \max \left\{ \max_{\partial \Omega \times [0, T]} \|\alpha\|, \gamma \right\}
\] (4.5)
and shall show that it is inconsistent with (4.4) for \( w \). First, we observe that \( \hat{t} > 0 \) by the first inequality of (4.5) and obtain \( w_t(\hat{x}, \hat{t}) \geq 0 \). When \( \hat{x} \in \partial \Omega \), we also observe that \( \nu(w_x)w_x(\hat{x}, \hat{t}) \geq 0 \). If \( F(\hat{x}, \hat{t}) > 0 \), then it follows from the second identity of (4.4) that
\[
\lambda \leq e^{-\hat{t}}F(\hat{x}, \hat{t}) \max \{\alpha(\hat{x}, \hat{t}), \gamma\},
\]
which is a contradiction to the second inequality of (4.5). On the other hand, \( F(\hat{x}, \hat{t}) \leq 0 \) implies that \( \lambda \leq 0 \), but it is also a contradiction. When \( \hat{x} \in \Omega \), we see that \( w_x(\hat{x}, \hat{t}) = 0 \), \( w_{xx}(\hat{x}, \hat{t}) \leq 0 \) to get \( \lambda \leq e^{-\hat{t}}F(\hat{x}, \hat{t}) \gamma \) by the first identity of (4.4), which is a contradiction to the second inequality of (4.5). Thus we have an a priori estimate
\[
\max_Q u^\varepsilon \leq e^T \max \left\{ \max_{\overline{\Omega}} |a^\varepsilon|, \max_{\overline{Q}} |F| \max \left\{ \max_{\partial \Omega \times [0, T]} \|\alpha\|, \gamma \right\} \right\}.
\]
We argue in the same way for a negative minimum to get
\[
\max_Q |u^\varepsilon| \leq e^T \max_{\Omega} \max_{\max_{\partial \Omega \times [0,T]} |\alpha|, \gamma} \left\{ \max_{\Omega} |a^x|, \max_{\Omega} |F| \max_{\partial \Omega \times [0,T]} |\alpha|, \gamma \right\}, \tag{4.6}
\]

(ii) the estimate for \(w^\varepsilon_x\). We set \(w(x,t) = e^{-Kt}u^\varepsilon_x\) and \(K = 2\max_Q |F_x|\).

It follows from (4.2) that
\[
\begin{aligned}
\begin{cases}
    w_t + Kw - \varepsilon w_{xx} \\
    \varepsilon w_x + e^{-Kt} F_x \left( (e^{Kt}w)^2 + \gamma^2 \right)^{1/2} + \frac{Fe^{Kt}ww_x}{((e^{Kt}w)^2 + \gamma^2)^{1/2}} & \text{in } Q, \\
    w(x,0) = a^x_x(x) \\
    \varepsilon w_x + e^{-Kt} F_x \left( (e^{Kt}w)^2 + \gamma^2 \right)^{1/2} + \varepsilon \nu w \\
    \varepsilon \nu w + e^{-Kt} F_x \left( (e^{Kt}w)^2 + \gamma^2 \right)^{1/2} & \text{on } \partial \Omega \times (0,T), \\
    \end{cases}
\end{aligned}
\tag{4.7}
\]

As before we take \((\hat{x},\hat{t})\), \(\lambda\) satisfying \(\max_Q w = w(\hat{x},\hat{t})\) and \(\lambda = w(\hat{x},\hat{t})\). We assume that
\[
\lambda > \max_{\Omega} |a^x_x|, \lambda > \max_{\partial \Omega \times [0,T]} |\alpha| \text{ and } \lambda > \gamma \tag{4.8}
\]

and shall show that it is inconsistent with (4.7) for \(w\). First, we see that \(\hat{t} > 0\) by the first inequality of (4.8) and observe \(w_t(\hat{x},\hat{t}) \geq 0\). When \(\hat{x} \in \partial \Omega\), we also see that \(\nu(\hat{x})w_x(\hat{x},\hat{t}) \geq 0\). If \(\nu(\hat{x})F(\hat{x},\hat{t}) > 0\), then it follows from the second identity of (4.7) after multiplying \(\nu(\hat{x})\) to the both sides that
\[
\nu(\hat{x}) e^{-Kt} F(\hat{x},\hat{t}) \left( (e^{Kt}\lambda)^2 + \gamma^2 \right)^{1/2} + \varepsilon \lambda \leq \nu(\hat{x}) e^{-Kt} F(\hat{x},\hat{t}) \max \{\alpha(\hat{x},\hat{t}), \gamma\}.
\]

Dividing the both sides by \(\nu(\hat{x}) e^{-Kt} F(\hat{x},\hat{t}) > 0\), we obtain
\[
\left( (e^{Kt}\lambda)^2 + \gamma^2 \right)^{1/2} + \frac{\varepsilon \lambda}{\nu(\hat{x}) e^{-Kt} F(\hat{x},\hat{t})} \leq \max \{\alpha(\hat{x},\hat{t}), \gamma\}.
\]

The left hand side is strictly greater than \(\lambda\), which is a contradiction to the second and third inequalities of (4.8). If \(\nu(\hat{x}) F(\hat{x},\hat{t}) < 0\), then a similar calculation shows that
\[
\nu(\hat{x}) e^{-Kt} F(\hat{x},\hat{t}) \left( (e^{Kt}\lambda)^2 + \gamma^2 \right)^{1/2} + \varepsilon \lambda \\
\leq \nu(\hat{x}) e^{-Kt} F(\hat{x},\hat{t}) \max \{\alpha(\hat{x},\hat{t}), ((e^{Kt}\lambda)^2 + \gamma^2)^{1/2}\}
\]
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and, since \( \nu(\hat{x})e^{-Ki}F(\hat{x}, \hat{t}) < 0 \),
\[
\left( (e^{Ki}\lambda)^2 + \gamma^2 \right)^{1/2} + \frac{\varepsilon \lambda}{\nu(\hat{x})e^{-Ki}F(\hat{x}, \hat{t})} \geq \max \left\{ \alpha(\hat{x}, \hat{t}), (e^{Ki}\lambda)^2 + \gamma^2 \right\}^{1/2}.
\]
Since the second term of the left hand side is negative, we get a contradiction. The term \( \varepsilon \nu u_x \) plays a crucial role to get a contradiction for the case \( \nu(\hat{x})F(\hat{x}, \hat{t}) \neq 0 \). If \( F(\hat{x}, \hat{t}) = 0 \), then the second identity of (4.7) implies \( \lambda \leq 0 \), which is also a contradiction. When \( \hat{x} \in \Omega \), we see that \( w_x(\hat{x}, \hat{t}) = 0 \), \( w_{xx}(\hat{x}, \hat{t}) \leq 0 \) and then
\[
K\lambda \leq e^{-Ki}F_x(\hat{x}, \hat{t}) \left( (e^{Ki}\lambda)^2 + \gamma^2 \right)^{1/2}
\]
from the first identity of (4.7). The right hand side is less than or equal to \( K(\lambda^2 + \gamma^2)^{1/2}/2 \), which is a contradiction to the third inequality of (4.8). Hence, we have the estimate
\[
\max_{\hat{Q}} |u_\xi^\varepsilon| \leq e^{KT} \max \left\{ \max_{\hat{Q}} |a_\xi^\varepsilon|, \max_{\partial \hat{Q} \times [0, T]} |\alpha|, \gamma \right\}, \quad K = 2 \max_{\hat{Q}} |F_x|.
\]
(iii) the estimate for \( u_\xi^\varepsilon \): We set \( w(x, t) = e^{-\mu t}u_\xi^\varepsilon(x, t) \) (\( \mu = 1 \)). It follows from (4.2) that
\[
\begin{cases}
w_t + \mu w - \varepsilon u_{xx} \\
= e^{-\mu t}F_t \left( (u_x^\varepsilon)^2 + \gamma^2 \right)^{1/2} + \frac{Fu_x^\varepsilon w_x}{((u_x^\varepsilon)^2 + \gamma^2)^{1/2}} \quad \text{in } \hat{Q},
\end{cases}
\]
\[
w + \varepsilon e^{-\mu t}nu_x^\varepsilon
\]
\[
= e^{-\mu t}F \max \left\{ \alpha, ((\left[ nu_x^\varepsilon \text{Sign}(F)_- \right]^2 + \gamma^2)^{1/2} \right\} \quad \text{on } \partial \hat{Q} \times (0, T),
\]
\[
w(x, 0) = \varepsilon a_{xx}^\varepsilon(x) + F(x, 0) \left( a_x^\varepsilon(x)^2 + \gamma^2 \right)^{1/2} \quad \text{for } x \in \Omega.
\]
Let \( (\hat{x}, \hat{t}) \) and \( \lambda \) satisfy \( \max_{\hat{Q}} w = w(\hat{x}, \hat{t}) \) and \( \lambda = w(\hat{x}, \hat{t}) \). We assume that
\[
\lambda > \Gamma_0, \quad \lambda > \Gamma_1 \quad \text{and} \quad \lambda > \Gamma_2,
\]
with
\[
\Gamma_0 = \varepsilon \max_{\hat{Q}} |a_x^\varepsilon| + \max_{\hat{Q}} |F| \left( \max_{\hat{Q}} |a_x^\varepsilon| + \gamma \right),
\]
\[
\Gamma_1 = \max_{\hat{Q}} |F| \max \left\{ \max_{\partial \hat{Q} \times [0, T]} |\alpha|, \max_{\hat{Q}} |u_x^\varepsilon| + \gamma \right\},
\]
\[
\Gamma_2 = \max_{\hat{Q}} |F_t| \left( \max_{\hat{Q}} |u_x^\varepsilon| + \gamma \right).
\]
We shall show that it is inconsistent with (4.10) for \( w \). First, we see that \( \hat{t} > 0 \) by the first inequality of (4.11) and obtain \( w_t(\hat{x}, \hat{t}) \geq 0 \). When \( \hat{x} \in \partial \Omega \), by the second identity of (4.10) we see that
\[
\lambda + \varepsilon e^{-\mu t} \nu(\hat{x}) u^\varepsilon(\hat{x}, \hat{t}) \leq e^{-\mu t} F(\hat{x}, \hat{t}) \max \left\{ \alpha(\hat{x}, \hat{t}), (u^\varepsilon(\hat{x}, \hat{t})^2 + \gamma^2)^{1/2} \right\}.
\]
Since \( u^\varepsilon \) is bounded uniformly for \( \varepsilon \), by choosing \( \varepsilon \) sufficiently small at the second term of the left hand side, we get a contradiction to the second inequality of (4.11). When \( \hat{x} \in \Omega \), we see that \( w_x(\hat{x}, \hat{t}) = 0 \), \( w_{xx}(\hat{x}, \hat{t}) \leq 0 \) and then
\[
\mu \lambda \leq e^{-\mu t} F(\hat{x}, \hat{t}) ((u^\varepsilon)^2 + \gamma^2)^{1/2}
\]
from the first identity of (4.10), which is a contradiction to the third inequality of (4.11). Hence, we have the estimate
\[
\max_Q |u_t^\varepsilon| \leq e^T \max \{ \Gamma_0, \Gamma_1, \Gamma_2 \}.
\]  \hspace{1cm} (4.12)

By (4.6), (4.9), (4.12) we get the estimate (4.3) and now complete the proof of Proposition 4.2. \( \Box \)

**Remark.** (1) When \( F_x = 0 \), one can choose any \( K > 0 \) in the proof (ii). So, we have
\[
\max_Q |u_t^\varepsilon| \leq \max \left\{ \max_{\hat{\Omega}} |u_x^\varepsilon|, \max_{\partial \Omega \times [0, T]} |\alpha|, \gamma \right\}.
\]  \hspace{1cm} (4.9')

(2) When \( F_t = 0 \), we can choose any \( \mu > 0 \) in the proof (iii). So, we have
\[
\max_Q |u_t^\varepsilon| \leq \max \{ \Gamma_0, \Gamma_1, \Gamma_2 \}.
\]  \hspace{1cm} (4.12')

In a similar way to prove Proposition 4.2 one is able to prove a priori estimate which is useful to prove the global existence of solutions of (4.2) (cf. Theorem 6.1).

**Corollary 4.3.** Assume that \( F \) and \( \alpha \) are in Proposition 4.2 and that \( \alpha \) is a \( C^2 \) function over \( \overline{\Omega} \). Let \( \sigma \in [0, 1] \) and \( \varepsilon > 0 \). Let \( v \) be a solution of
\[
\begin{aligned}
v_t - \varepsilon v_{xx} &= \sigma F \left( (\nu v_x^\varepsilon)^2 + \gamma^2 \right)^{1/2} \quad \text{in} \quad Q, \\
v_t &= \sigma F \max \left\{ \alpha, \left( (\nu v_x \text{Sign} F)^2 + \gamma^2 \right)^{1/2} \right\} - \sigma \varepsilon \nu v_x \quad \text{on} \quad \partial \Omega \times (0, T), \\
v|_{t=0} &= \sigma a \quad \text{on} \quad \Omega.
\end{aligned}
\]
Then the estimate holds

$$\max_Q (|v| + |v_\sigma|) \leq C$$

(4.13)

with some constant $C > 0$ independent of $\varepsilon \in (0, 1)$ and $\sigma \in [0, 1]$.

Proof of Theorem 4.1. For a given Lipschitz function there is a sequence $\alpha^\varepsilon \in C^2(\overline{\Omega})$ such that $\alpha^\varepsilon \to \alpha$ uniformly and that $|\alpha^\varepsilon|_{C(\overline{\Omega})}$ and $|\varepsilon \sigma^\varepsilon \alpha^\varepsilon|_{C(\overline{\Omega})}$ are bounded. By Theorem 6.1 there exists a unique classical solution $u^\varepsilon$ of (4.2).

By the estimate (4.3) uniformly for $\varepsilon$, the Arzela-Ascoli theorem implies that there exists a function $u$ such that

$$u^\varepsilon \to u \quad \text{uniformly on } \overline{Q}.$$ 

Finally, we show that $u$ is the viscosity solution of the original dynamic boundary problem (4.1). Since the proof for viscosity supersolutions is symmetric, we only prove that $u$ is a viscosity subsolution for $G = 0$. To do this, let $\phi \in C^2(\overline{Q})$ be a test function and $(\hat{x}, \hat{t}) \in \overline{Q} = \overline{\Omega} \times (0, T)$ be the maximum point of $u - \phi$. We may assume that $(\hat{x}, \hat{t})$ is a strict maximum of $u - \phi$. Then there exists $(x_\varepsilon, t_\varepsilon)$ such that $(x_\varepsilon, t_\varepsilon) \to (\hat{x}, \hat{t})$ and

$$\sup_{\overline{Q}} (u^\varepsilon - \phi) = (u^\varepsilon - \phi)(x_\varepsilon, t_\varepsilon).$$

Case 1: When there exists a subsequence $\{(x_\varepsilon, t_\varepsilon) \in Q\}$, we see that $u^\varepsilon(x_\varepsilon, t_\varepsilon) = \phi(t)(x_\varepsilon, t_\varepsilon)$ and $u^\varepsilon(x_\varepsilon, t_\varepsilon) = \phi(x_\varepsilon, t_\varepsilon)$ and $u^\varepsilon(x_\varepsilon, t_\varepsilon) \leq \phi(x_\varepsilon, t_\varepsilon)$.

Since $u^\varepsilon$ satisfies the first identity of (4.2) at $(x_\varepsilon, t_\varepsilon)$ as a classical solution, we get

$$\phi_t(x_\varepsilon, t_\varepsilon) - \varepsilon \phi_{xx}(x_\varepsilon, t_\varepsilon) - F(x_\varepsilon, t_\varepsilon)(\phi(x_\varepsilon, t_\varepsilon)^2 + \gamma^2)^{1/2} \leq 0.$$ 

By $\varepsilon \to 0$ we see that $u$ is a viscosity subsolution at $(\hat{x}, \hat{t})$.

Case 2: When $\hat{x} \in \partial \Omega$ and there is a subsequence $\{(x_\varepsilon, t_\varepsilon) \in \partial \Omega \times (0, T)\}$, we see that $u^\varepsilon_t(x_\varepsilon, t_\varepsilon) = \phi_t(x_\varepsilon, t_\varepsilon)$ and $\nu u^\varepsilon_t(x_\varepsilon, t_\varepsilon) \geq \nu \phi(x_\varepsilon, t_\varepsilon)$. Since $u^\varepsilon$ satisfies the second identity of (4.2) at $(x_\varepsilon, t_\varepsilon)$ as a classical solution, we get

$$\phi_t(x_\varepsilon, t_\varepsilon) + \varepsilon \nu \phi_x(x_\varepsilon, t_\varepsilon) \leq F(x_\varepsilon, t_\varepsilon) \max \left\{\alpha(x_\varepsilon, t_\varepsilon), (|\nu u^\varepsilon_t(x_\varepsilon, t_\varepsilon)| + \gamma^2)^{1/2} \right\}.$$ 

(4.14)

If $F(\hat{x}, \hat{t}) > 0$, we may assume that $F(x_\varepsilon, t_\varepsilon) > 0$. We also see that $(|\nu u^\varepsilon_t(x_\varepsilon, t_\varepsilon)|)^2 \leq \phi_t(x_\varepsilon, t_\varepsilon)^2$ and then

$$\phi_t(x_\varepsilon, t_\varepsilon) + \varepsilon \nu \phi_x(x_\varepsilon, t_\varepsilon) \leq F(x_\varepsilon, t_\varepsilon) \max \left\{\alpha(x_\varepsilon, t_\varepsilon), (\phi_t(x_\varepsilon, t_\varepsilon)^2 + \gamma^2)^{1/2} \right\}.$$
By $\varepsilon \to 0$ it holds that $u$ satisfies either the first or second identity of (4.1) as a viscosity subsolution at $(\hat{x}, \hat{t})$. If $F(\hat{x}, \hat{t}) < 0$, we may assume that $F(x, t) < 0$. It is easy to see that
\[ \phi_t(x, t) + \varepsilon \nu \phi_x(x, t) \leq F(x, t) \alpha(x, t). \]
By $\varepsilon \to 0$ we get the second identity of (4.1) as a viscosity subsolution at $(\hat{x}, \hat{t})$. If $F(\hat{x}, \hat{t}) = 0$, the right hand side of (4.14) vanishes as $\varepsilon \to 0$. We get $u_t \leq 0$ in the viscosity sense at $(\hat{x}, \hat{t})$. The Lipschitz continuity of $u$ in $x$ follows from (4.9). \[ \square \]

5. **Relation to other boundary conditions.** We shall relate an inhomogeneous Neumann boundary value problem for
\[ u_t - F(u_x^2 + \gamma^2)^{1/2} = 0 \] (5.1)
supplemented with the dynamic boundary
\[ u_t - F\alpha = 0. \] (5.2)
Formally, (5.1) and (5.2) yields
\[ F(u_x^2 + \gamma^2)^{1/2} = F\alpha. \]
If $F$ is not zero, this implies $u_x^2 + \gamma^2 = \alpha^2$. Thus we obtain
\[ \partial u / \partial \nu = u_x \nu = \pm (\alpha^2 - \gamma^2)^{1/2} \] (5.3)
on the boundary. The Neumann data in (5.3) needs more explanation since both its sign and its value for $\alpha^2 < \gamma^2$ are unclear. We shall clarify these points and prove that a solution of (5.1), (5.2) solves an inhomogeneous Neumann problem in the viscosity sense (Theorem 5.1).

When we are asked to solve (5.1) and (5.2), we are tempted to integrate (5.2) in order to obtain the Dirichlet condition:
\[ u(x, t) = \int_0^t F(x, \tau) \alpha(x, \tau) d\tau + a(x), \quad x \in \partial \Omega. \] (5.4)
However, unfortunately, (5.1) with the Dirichlet condition (5.4) is not equivalent to (5.1), (5.2). We shall give a counterexample in the last part of this section.
THEOREM 5.1. Assume that \( F \) and \( \alpha \) are continuous on \( \overline{Q} \) and \( \partial \Omega \times [0,T] \), respectively. Assume that \( u \) is a viscosity sub solution (resp. supersolution) for \( G \) in \( \hat{Q} \). Then \( u \) is a viscosity sub solution (resp. supersolution) of the Neumann problem of (5.1) in \( Q \) with

\[
\frac{\partial u}{\partial \nu} = \text{Sign} F \{ (\alpha - \gamma)_+ (\alpha + \gamma) \}^{1/2}.
\]  
(5.5)

Here \( \beta_+ \) is the plus part of \( \beta \) defined by \( \beta_+ = \max(\beta, 0) \).

Proof. We suppress the word viscosity in the proof. Since the proof for supersolutions is symmetric, we shall only present the proof for subsolutions. We may assume that \( u \) is upper semicontinuous in \( \hat{Q} \). Assume that \( u \) is a sub solution for \( G \) in \( \hat{Q} \). Assume that \( u - \phi \) takes its maximum over \( \hat{Q} \) at \((\hat{x}, \hat{t})\) with \( \hat{x} \in \overline{\Omega}, \hat{t} \in (0,T) \) for \( \phi \in C^1(\hat{Q}) \). We may assume that \( \hat{x} \in \partial \Omega \) since the equation is the same in \( \Omega \times (0,T) \). To simplify notation we set

\[
\tau = \phi_x(\hat{x}, \hat{t}), \quad p = \phi_x(\hat{x}, \hat{t}), \quad \hat{F} = F(\hat{x}, \hat{t}), \quad \hat{\alpha} = \alpha(\hat{x}, \hat{t}).
\]

We have to prove that

\[
\min \left\{ \tau - \hat{F}(p^2 + \gamma^2)^{1/2}, p \nu - \text{Sign} \hat{F} \{ (\hat{\alpha} - \gamma)_+ (\hat{\alpha} + \gamma) \}^{1/2} \right\} \leq 0 \quad (5.6)
\]

To prove (5.6) we may assume that

\[
\tau - \hat{F}(p^2 + \gamma^2)^{1/2} > 0. \quad (5.7)
\]

Case 1 \((\hat{F} < 0)\). Since \( u \) is a sub solution of \( G = 0 \), we have

\[
\tau - \hat{F} \max \left\{ \hat{\alpha}, \left( (p \nu)_+ \right)^2 + \gamma^2 \right\}^{1/2} \leq 0. \quad (5.8)
\]

From (5.7) and (5.8) it follows that

\[
\hat{F} \left( p^2 + \gamma^2 \right)^{1/2} < \hat{F} \max \left\{ \hat{\alpha}, \left( (p \nu)_+ \right)^2 + \gamma^2 \right\}^{1/2},
\]

or

\[
(p^2 + \gamma^2)^{1/2} > \max \left\{ \hat{\alpha}, \left( (p \nu)_+ \right)^2 + \gamma^2 \right\}^{1/2} \geq \left( (p \nu)_+ \right)^2 + \gamma^2)^{1/2}. \quad (5.9)
\]
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This implies $p^2 > ([\nu]_+)^2$ so we obtain

$$\nu < 0. \quad (5.10)$$

Assume that $\dot{\alpha} > \gamma$. From (5.9) it follows that $(p^2 + \gamma^2)^{1/2} > \dot{\alpha}$. This together with (5.10) implies that

$$\nu < -(\dot{\alpha}^2 - \gamma^2)^{1/2} \quad \text{for } \dot{\alpha} > \gamma. \quad (5.11)$$

By (5.10) and (5.11) we obtain

$$\nu < -(\dot{\alpha} - \gamma, \dot{\alpha} + \gamma)^{1/2}. \quad (5.12)$$

We now obtain (5.6) when $\tilde{F} < 0$.

Case 2 ($\tilde{F} > 0$). We note that $G = 0$ is equivalent to the dynamic boundary value problem (5.1), (5.2). Since (5.7) holds, we have

$$\tau - \tilde{F} \dot{\alpha} \leq 0. \quad (5.12)$$

From (5.7) and (5.12) it follows that

$$\tilde{F}(p^2 + \gamma^2)^{1/2} < \tilde{F} \dot{\alpha}. \quad (5.13)$$

Since $\tilde{F} > 0$, this yields $(p^2 + \gamma^2)^{1/2} < \dot{\alpha}$. This implies

$$p^2 < \dot{\alpha}^2 - \gamma^2 \quad \text{or} \quad |p|^2 \leq \dot{\alpha}^2 - \gamma^2 = (\dot{\alpha} - \gamma, \dot{\alpha} + \gamma).$$

We have thus proved (5.6) when $\tilde{F} > 0$.

Case 3 ($\tilde{F} = 0$). Since $G = 0$ is equivalent to the dynamic boundary value problem (5.1), (5.2), $\tau \leq 0$ is always fulfilled if $\tilde{F} = 0$. Thus we have proved (5.6).

We shall give a counterexample to show that the problem (5.1), (5.2) is different from the Dirichlet problem (5.1), (5.4) in the viscosity sense. We suppress the word viscosity.

We shall give two different functions $u$ and $v$ which initially agree with each other but $u$ solves (5.1), (5.2) while $v$ solves (5.1), (5.4) when $\alpha = 1, F = 1, \alpha > \gamma$ and $\Omega = (0, \infty)$. Although it is not difficult to give such functions for $\Omega = (0, L)$ with more general $\alpha$ and $F$, we keep such assumptions to clarify
the argument. Let $\beta$ be a constant strictly greater than $\sigma = (1 - \gamma^2)^{1/2}$ so that $\eta = (\beta^2 + \gamma^2)^{1/2} > 1$. We set

$$w(x,t) = \min\{\beta + \gamma t, \beta x + \eta t, -\sigma x + \sigma + \beta + t\}, \quad x \in \overline{\Omega}. \tag{5.13}$$

This function is nondecreasing in $t$ and

$$w(x,0) = \min\{\beta x, -\sigma x + \sigma + \beta\}$$

so that $w(x,0)$ is linear except at $x = 1$. At time $t_0 = \beta(\eta - \gamma)^{-1}$

$$w(x,t_0) = \min\{\beta + \gamma t_0, -\sigma x + \sigma + \beta + t_0\}.$$ 

Since $\beta \geq \sigma$, it is easy to see that

$$\phi_t - (\phi_x^2 + \gamma^2)^{1/2} < 0 \quad \text{at} \quad (\hat{x}, \hat{t})$$

if $w - \phi$ attains its maximum at $(\hat{x}, \hat{t})$ over $\overline{\Omega} \times (0, t_0]$ even if $\hat{x} \in \partial \Omega$. So $w$ is a subsolution of $\overline{\Omega} \times (0, t_0]$ of (5.1), (5.2) and (5.1), (5.4). It is easy to see that $w$ is a supersolution of (5.1), (5.2) and (5.1), (5.4) in $\overline{\Omega} \times (0, t_0]$ since $w_t \geq 1$, $w \geq t_0$ on the boundary. We now set

$$u(x,t) = v(x,t) = w(x,t) \quad \text{for} \quad t \leq t_0, x \in \overline{\Omega} \tag{5.14}$$

and

$$v(x,t) = \min\{\beta + \gamma t, -\sigma x + \sigma + \beta + t\} \quad \text{for} \quad t \geq t_0, x \in \overline{\Omega}, \tag{5.15}$$

$$u(x,t) = \max\{\beta + (\gamma - 1)t_0 + t - \sigma x, v(x,t)\} \quad \text{for} \quad t \geq t_0, x \in \overline{\Omega}. \tag{5.16}$$

As for $w$ it is easy to see that $v$ is a subsolution of both the dynamic (5.1), (5.2) and the Dirichlet problem (5.1), (5.4) in $\overline{\Omega} \times (0, \infty)$. Since $\eta > 1$ so that $t_1 = \beta(1 - \gamma)^{-1} > t_0$, and since $v(0, t) > t$ for $t < t_1$, $v$ is a supersolution of the Dirichlet problem in $\overline{\Omega} \times (0, t_1)$. However, $v$ is not a supersolution in $\overline{\Omega} \times (0, t_1)$ of (5.1), (5.2) since at the boundary $v_t < 1$ with $v_x = 0$.

Since $v_0 = 1$ on the boundary and since it is easy to see that $u$ is a solution of (5.1) in $\overline{\Omega} \times (0, \infty)$, we conclude that $u$ is a solution of (5.1), (5.2) in $\overline{\Omega} \times (0, \infty)$. This is not a subsolution of (5.1), (5.4) in $\overline{\Omega} \times (0, \infty)$ since $u(0, t) > t$ by $\eta > 1$ and

$$\phi_t - (\phi_x^2 + \gamma^2)^{1/2} > 0 \quad \text{at} \quad (0, \hat{t})$$
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if \( u - \phi \) attains its maximum on \( \bar{\Omega} \times (0, \infty) \) and \( t > t_0 \). (The function \( u \) is a supersolution of (5.1), (5.4) since \( u(0,t) > t \).) We summarize our results.

**Proposition 5.2.** Assume that \( \alpha \equiv F \equiv 1 \) and \( \gamma < 1 \). Let \( \beta > \sigma = (1 - \gamma^2)^{1/2} \). For \( \Omega = (0, \infty) \), let \( u \) and \( v \) be functions defined by (5.13)-(5.16). Then \( u \) is a solution of the dynamic boundary problem (5.1), (5.2) in \( \bar{\Omega} \times (0, \infty) \) while \( v \) is a solution of the Dirichlet problem (5.1), (5.4) in \( \bar{\Omega} \times (0,t_1) \) with \( t_1 = \beta(1 - \gamma)^{-1} \). However, \( u \) is not a subsolution of (5.1), (5.4) in \( \bar{\Omega} \times (0,T) \), \( T > t_0 \) while \( u \) is a supersolution of (5.1), (5.4) in \( \bar{\Omega} \times (0, \infty) \). The function \( v \) is not a supersolution of (5.1), (5.2) while it is a subsolution of (5.1), (5.2).


Our goal is to prove:

**Theorem 6.1.** For \( T > 0 \) assume that \( F \in C^1(\bar{Q}) \) and \( \alpha \in C(\partial \Omega \times [0,T]) \) with \( Q = \Omega \times (0,T) \), where \( \Omega \) is a bounded open interval. Assume that \( u \in C^2(\Omega) \) and \( \gamma \in \mathbb{R} \). Then for each \( \varepsilon > 0 \) there exists a solution \( u \in C^{2,1}(Q) \cap C^{1,0}(\bar{Q}) \) of

\[
\begin{align*}
    u_t - \varepsilon u_{xx} &= F(u_x^2 + \gamma^2)^{1/2} & \text{in} & \quad Q, \\
    u_t + \varepsilon \nu u_x &= F \max \left\{ \alpha, \left( [\nu u_x \text{Sign} F]_+^2 + \gamma^2 \right)^{1/2} \right\} & \text{on} & \quad \partial \Omega \times (0,T), \\
    u|_{t=0} &= \sigma & \text{on} & \quad \Omega.
\end{align*}
\]

The space \( C^{2,1}(Q) \) denotes the space of all \( u \in C(Q) \) satisfying \( u_x, u_{xx}, u_t \in C(Q) \). The space \( X = C^{1,0}(Q) \) denotes the space of all \( u \in C(Q) \) satisfying \( u_x \in C(\bar{Q}) \). The space \( X \) is a Banach space equipped with the norm \( \|u\|_X = \max(\|u\|_{C(\bar{Q})}, |u_x|_{C(\bar{Q})}) \).

We shall find a solution in \( X \) by a method of continuity which is a version of a fixed point argument [9, Theorem 11.6]. For \( \sigma \in [0,1] \) we define a mapping \( \mathfrak{F}_\sigma : X \to Y \) by

\[
\mathfrak{F}_\sigma(\phi) = \left( \sigma F(\phi_x^2 + \gamma^2)^{1/2}, \sigma F \max \left\{ \alpha, \left( [\nu \phi_x \text{Sign} F]_+^2 + \gamma^2 \right)^{1/2} \right\} \right) \quad |_{\partial \Omega} - \sigma \varepsilon \nu \phi_x \quad |_{\partial \Omega},
\]

where \( Y = C(\bar{Q}) \times C(\partial \Omega \times [0,T]) \). Let \( \mathcal{D}_\sigma \) denote the solution operator of the problem:

\[
\begin{align*}
    u_t - \varepsilon u_{xx} &= f & \text{in} & \quad Q, \\
    u_t &= g & \text{on} & \quad \partial \Omega \times (0,T), \\
    u|_{t=0} &= \sigma a & \text{on} & \quad \Omega.
\end{align*}
\]
In other words, it is formally defined by $\mathcal{F}_\sigma(f, g) = u$ for $(f, g) \in Y$. Let
us give a rigorous definition. We replace the boundary condition by the
standard Dirichlet condition

$$u(x, t) = \int_0^t g(x, \tau)d\tau + \sigma a(x) =: h(x, t).$$

We extend $h$ linearly in $x$, i.e.

$$\tilde{h}(x, t) = \frac{L-x}{L} h(0, t) + \frac{x}{L} h(L, t), \quad x \in \Omega,$$

when $\Omega = (0, L)$. Then $v = u - \tilde{h}$ solves

$$\begin{cases}
  v_t - \varepsilon v_{xx} = f - \tilde{h}_t & \text{in } Q, \\
  v = 0 & \text{on } \partial \Omega \times (0, T), \\
  u|_{t=0} = \sigma a - \tilde{h}|_{t=0} & \text{on } \Omega.
\end{cases}$$

Since $\tilde{h}_t \in C(\bar{Q})$, by the standard $L^p$ theory [11] there is a unique solution
$v$ of the above problem and it belongs the Sobolev space $W^{2,1}(Q)$ for every
$p > 1$, if $a$ is enough regular, say $a \in C^2(\Omega)$. The value $\mathcal{F}_\sigma(f, g)$ is defined
by $v + \tilde{h}$. By the construction the mapping $\mathcal{F}_\sigma$ is bounded linear from $Y$
to $W^{2,1}_p(Q)$ for every $p > 1$.

Thus the mapping $\mathcal{F}_\sigma : Y \times [0, 1] \to X$ defined by $\mathcal{F}_\sigma((f, g), \sigma) = \mathcal{F}_\sigma(f, g)$ is
well-defined and compact by the standard embedding theory [11]. We define
$\mathfrak{F}_\sigma : X \times [0, 1] \to X$ by

$$\mathfrak{F}(\phi, \sigma) = \mathcal{F}(\mathcal{F}_\sigma(\phi), \sigma).$$

Evidently, $\mathfrak{F}(\phi, 0) = 0$ for all $\phi \in X$. Moreover $\mathfrak{F}_\sigma$ is compact since $\mathcal{F}_\sigma$ is
compact and $\mathfrak{F}$ is continuous. To apply the Leray-Schauder fixed point theorem
[9, Theorem 11.6] it remains to prove a priori estimate

$$\|\phi\|_X < M \quad \text{for } \phi = \mathfrak{F}(\phi, \sigma)$$

with $M$ independent of $\phi$ and $\sigma$. Fortunately, such an estimate can be
obtained as in Corollary 4.3. Note that the term $\varepsilon \nu u_x$ plays a crucial role, here.
We have thus proved that there exists $u \in X$ such that $\mathfrak{F}(u, 1) = u$
which is the desired solution. A standard regularity theory [11] yields $u \in C^{2,1}(Q)$
so Theorem 6.1 has been proved.
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